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Action Recognition for Automated Task Guidance

• Detect 

• actions & idle states

• when we complete an action, when we move on to the next step

• missed actions, actions not performed in order

• the duration of the actions
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• Detect 

• actions & idle states

• when we complete an action, when we move on to the next step

• missed actions, actions not performed in order

• the duration of the actions



4 head-tracking cameras + IMU
(stereo + periphery)

8Mpix RGB camera
(video communication)



1Mpix depth camera 
(long- & short-throw mode)

(3D surfaces and hand-tracking)

IR eye cameras + IR LEDs
(eye-tracking, iris recognition,

display calibration)2+3 microphone array
(speech in 90dB noise)



HPU  (DSPs, DNN AI core, LSR)



Qualcomm SoC 
(CPU+GPU+…)



Interactive Mixed Reality rendering of high-resolution Digital Twins and Reality Capture using Azure Remote Rendering



Microsoft Mesh 

App (preview)



AZURE SPATIAL ANCHORS

Enables to share and persist

spatial information across devices



on-site access to Digital Twin



6DOF relocalization map

Clients Cloud

combine multiple maps in the cloud



Emmi plant



Spatial data access 



The Circle (Zurich Airport)



Looking beyond visual features
depth, 3p ingestion (digital twin, navvis), lidar, robots

Dense multi-session meshing result using HL2 

Dense single-session meshing result using HL2 data

Raw ouster lidar (mounted on spot) point cloud using map poses
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OpenScene 3D Scene Understanding with Open Vocabularies
Peng et al. CVPR 2023

Extends OpenAI CLIP joint 
text-image embedding 
towards 3D geometry 



Mixed Reality & AI



Opportunities & 

open issues

Thank you!

Questions?
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